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Abstract—Rectification is an essential pre-processing step for 

simplifying disparity extraction of all stereo matching algorithms. 

However, rectification imposes a high computational burden 

because its process entails complex matrix calculations and 

distortion correction. Thus, this paper proposes an efficient 

rectification method that simplifies computation by replacing the 

complex matrix computations and distortion correction of 

conventional rectification with simple accumulations. The 

experimental results show that compared with the conventional 

method, the proposed method generates well-rectified images with 

reduced computation. 

Keywords—rectification; stereo vision; stereo matching; 

I.  INTRODUCTION 

A stereo vision system calculates 3D distances by finding 
disparities between a stereo image pair captured by a stereo 
camera. The 3D distances acquired by a stereo vision system can 
be applied to various applications such as autonomous vehicles, 
intelligent robots, and 3D multimedia content [1-3]. One of pre-
processing steps for stereo matching is rectification, the process 
of removing vertical mismatches between stereo images input 
by the stereo camera. Because rectification reduces the disparity 
search range from 2D to 1D, it is commonly required for all 
stereo matching algorithms [4]. However, because it requires 
complex matrix calculations for coordinate translation and high-
degree equations for distortion correction, it increases latency 
and slows down the entire stereo matching process. Thus, this 
paper proposes an efficient rectification method that reduces 
computational overhead by replacing the complex matrix 
computation and distortion correction process with simple 
accumulations. 

II. CONVENTIONAL RECTIFICATION ALGORITHM 

To create a rectified image, the process of rectification finds 
the pixel coordinates of the input image corresponding to the 
pixel coordinates of the rectified image and fills the pixel values 
of the image by interpolation [5]. A widely used camera 
calibration and rectification program is the camera calibration 
toolbox in MATLAB [6], the algorithm of which we refer to as 
the conventional rectification algorithm. 

To map the (𝑋𝑟 , 𝑌𝑟)  rectified image coordinates onto the 
(𝑋, 𝑌) coordinates of the acquired raw image according to the 

camera calibration toolbox, the conventional rectification 
method uses the following equations: 

𝑋𝑛 =
𝑋𝑐

𝑍𝑐
, 𝑌𝑛 =

𝑌𝑐

𝑍𝑐
, and [

𝑋𝑐

𝑌𝑐

𝑍𝑐

] = 𝑅𝑇 × 𝐾𝐾𝑛𝑒𝑤
−1 [

𝑋𝑟

𝑌𝑟

1
],        (1) 

where 𝐾𝐾𝑛𝑒𝑤  is the intrinsic parameter matrix of the rectified 
image, 𝑅 is the rectification rotation matrix, and 

𝑅𝑇 × 𝐾𝐾𝑛𝑒𝑤
−1 = [

𝑐11 𝑐12 𝑐13

𝑐21 𝑐22 𝑐23

𝑐31 𝑐32 𝑐33

],                   (2) 

and 

[
𝑋
𝑌

] = 𝐾𝐾 × [
𝑋𝑑𝑖𝑠𝑡

𝑌𝑑𝑖𝑠𝑡
] = [

𝑓𝑥 × 𝑋𝑑𝑖𝑠𝑡 + 𝑐𝑐𝑥

𝑓𝑦 × 𝑌𝑑𝑖𝑠𝑡 + 𝑐𝑐𝑦
],       (3) 

where 𝐾𝐾 is the intrinsic parameter matrix of the camera, 𝑓𝑥 and 

𝑓𝑦 are the focal length parameters, 𝑐𝑐𝑥 and 𝑐𝑐𝑦 are the principal points 

parameters in 𝐾𝐾, and 

𝑋𝑑𝑖𝑠𝑡 = (1 + 𝑘𝑐1 × 𝑞2 + 𝑘𝑐2 × 𝑞4 + 𝑘𝑐5 × 𝑞6) × 𝑋𝑛

+2 × 𝑘𝑐3 × 𝑋𝑛 × 𝑌𝑛 + 𝑘𝑐4 × (𝑞2 + 2 × 𝑋𝑛
2)

𝑌𝑑𝑖𝑠𝑡 = (1 + 𝑘𝑐1 × 𝑞2 + 𝑘𝑐2 × 𝑞4 + 𝑘𝑐5 × 𝑞6) × 𝑌𝑛

+𝑘𝑐3 × (𝑞2 + 2 × 𝑌𝑛
2) + 2 × 𝑘𝑐4 × 𝑋𝑛 × 𝑌𝑛

,  (4) 

where 𝑞2 = 𝑋𝑛
2 + 𝑌𝑛

2  and 𝑘𝑐1 ~ 𝑘𝑐5  are the distortion 
parameters. The parameter matrices and distortion parameters 
can be calculated using the process of stereo camera calibration. 
Camera distortion can be decomposed into two factors: radial 
and tangential distortion. Tangential distortion, which is 
calculated by terms of (4) with 𝑘𝑐3  and 𝑘𝑐4 , is commonly 
neglected [7] and 𝑘𝑐5 is almost equal to zero. Thus, (4) can be 
simplified as 

𝑋𝑑𝑖𝑠𝑡 = (1 + 𝑘𝑐1 × 𝑞2 + 𝑘𝑐2 × 𝑞4) × 𝑋𝑛

𝑌𝑑𝑖𝑠𝑡 = (1 + 𝑘𝑐1 × 𝑞2 + 𝑘𝑐2 × 𝑞4) × 𝑌𝑛

.             (5) 
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As shown in the above equations, rectification entails the 
calculation of complex matrices, and radial distortion correction 
requires the calculation of fifth-degree equations. To reduce 
computational overhead, [8] proposed a compact rectification 
algorithm, and [9] used a reverse mapping rectification method 
that computes the transformation matrix, which presents 
corresponding relationships between pixels in the original 
images and those in the rectified images using 

 𝑋 =
𝑋𝑚

𝑍𝑚
, 𝑌 =

𝑌𝑚

𝑍𝑚
, and [

𝑋𝑚

𝑌𝑚

𝑍𝑚

] = 𝐾𝐾 × 𝑅𝑇 × 𝐾𝐾𝑛𝑒𝑤
−1 [

𝑋𝑟

𝑌𝑟

1
].     (6) 

These rectification methods, unfortunately, cover only 
coordinate translation and rotation, and they do not address 
distortion correction. Furthermore, as they still require complex 
matrix calculations, [10] proposed a simplified rectification 
method that uses accumulations instead of matrix 
multiplications; however, it neglects distortion correction. Thus, 
this paper proposes a rectification method with radial distortion 
correction that simplifies computation using arithmetic 
accumulations. 

III. PROPOSED RECTIFICATION ALGORITHM 

When a camera outputs an M × N resolution image, pixel 
values are transmitted sequentially, shown in Fig. 1, and 
commonly processed in the same order. That is, while the x 
coordinate of the rectified image increases by 1 for every 
calculated pixel, the y coordinate is fixed during rectification 
through one row, and the y coordinate of the rectified image 
increases by 1 when only the row changes. In addition, (1) can 
be rewritten as 

𝑋𝑐 = 𝑐11 × 𝑋𝑟 + 𝑐12 × 𝑌𝑟 + 𝑐13 = 𝑐11 × 𝑋𝑟 + 𝑓(𝑌𝑟)
𝑌𝑐 = 𝑐21 × 𝑋𝑟 + 𝑐22 × 𝑌𝑟 + 𝑐23 = 𝑐21 × 𝑋𝑟 + 𝑔(𝑌𝑟)

𝑍𝑐 = 𝑐31 × 𝑋𝑟 + 𝑐32 × 𝑌𝑟 + 𝑐33 = 𝑐31 × 𝑋𝑟 + ℎ(𝑌𝑟)
.     (7) 

Because 𝑍𝑐 in (1) and 𝑞4 in (5) are empirically almost equal to 
1, (5) is approximated as 

𝑋𝑑𝑖𝑠𝑡 = (1 + 𝑘𝑐1 × 𝑞2 + 𝑘𝑐2) × 𝑋𝑐

𝑌𝑑𝑖𝑠𝑡 = (1 + 𝑘𝑐1 × 𝑞2 + 𝑘𝑐2) × 𝑌𝑐

.          (8) 

During rectification processing in the x-direction, 𝑓(𝑌𝑟) and 
𝑔(𝑌𝑟) are constants because 𝑌𝑟  is fixed. Using this feature, (3), 
(7) and (8) can be rewritten as 

 

Fig. 1. Pixel-processing sequence. 

𝑋 = a𝑥 ∙ 𝑋𝑟
3 + 𝑏𝑥 ∙ 𝑋𝑟

2 + 𝑐𝑥 ∙ 𝑋𝑟 + 𝑑𝑥

𝑌 = a𝑦 ∙ 𝑋𝑟
3 + 𝑏𝑦 ∙ 𝑋𝑟

2  + 𝑐𝑦 ∙ 𝑋𝑟  + 𝑑𝑦
,    (9) 

a𝑥 = 𝑓𝑥 ∙ (𝛼1 ∙ c11
3 + 𝛼1 ∙ 𝑐11 ∙ 𝑐21

2)

𝑏𝑥 = 𝑓𝑥 ∙ (𝛼1 ∙ 𝑐21
2 ∙ 𝐴 + 2𝛼1 ∙ 𝑐11 ∙ 𝑐21 ∙ 𝐵 + 3𝛼1 ∙ c11

2 ∙ 𝐴)

𝑐𝑥 = 𝑓𝑥 ∙ (𝑐11 + 𝛼2 ∙ c11 + 2𝛼1 ∙ c21 ∙ A ∙ 𝐵 + 3𝛼1 ∙ c11 ∙ 𝐴2)

𝑑𝑥 = 𝑓𝑥 ∙ (𝐴 + 𝛼1 ∙ 𝐴 ∙ 𝐵2 + 𝛼1 ∙ 𝐴3 + 𝛼2 ∙ 𝐴) + 𝑐𝑐𝑥

 

,   (10) 

a𝑦 = 𝑓𝑦 ∙ (𝛼1 ∙ c21
3 + 𝛼1 ∙ 𝑐21 ∙ 𝑐11

2)

𝑏𝑦 =  𝑓𝑦 ∙ (𝛼1 ∙ 𝑐11
2 ∙ 𝐵 + 2𝛼1 ∙ 𝑐11 ∙ 𝑐21 ∙ 𝐴 + 3𝛼1 ∙ c21

2 ∙ 𝐵)

𝑐𝑦 =  𝑓𝑦 ∙ (𝑐21 + 𝛼2 ∙ c21 + 2𝛼1 ∙ c11 ∙ A ∙ 𝐵 + 3𝛼1 ∙ c21 ∙ 𝐵2)

𝑑𝑦 =  𝑓𝑦 ∙ (𝐵 + 𝛼1 ∙ 𝐵 ∙ 𝐴2 + 𝛼1 ∙ 𝐵3 + 𝛼2 ∙ 𝐵) + 𝑐𝑐𝑦

 

,  (11) 

and 

𝐴 = 𝑓(𝑌𝑟) = 𝑐12 ∙ 𝑌𝑟 + 𝑐13

𝐵 = 𝑔(𝑌𝑟) = 𝑐22 ∙ 𝑌𝑟  + 𝑐23
.                    (12) 

During rectification through one row, because the y pixel 
coordinate in the rectified image is fixed, 𝐴 and 𝐵 are constants, 
so, all of the coefficients such as 𝑎𝑥, 𝑏𝑥, 𝑐𝑥, 𝑑𝑥, 𝑎𝑦, 𝑏𝑦, 𝑐𝑦, and 𝑑𝑦 

are also fixed. On the other hand, when the y coordinate 
increases as a result of row increment, 𝐴  and  𝐵  change as 
defined in 

𝐴𝑛 = 𝐴𝑛−1 + 𝑐12

𝐵𝑛 = 𝐵𝑛−1  + 𝑐22
 .                           (13) 

When 𝐴 and 𝐵  increase, the coefficients must be recalculated 
because they depend on 𝐴 and 𝐵. 

According to (9), the proposed rectification computes a 
third-degree equation that can be regarded as a kind of difference 
sequence as shown in Fig. 2. Thus, the proposed method 
performs rectification using simple accumulation as defined in 

𝑋 = ℎ𝑛+1 = ℎ𝑛 +  ∆ ℎ𝑛 , ℎ0 = 𝑑𝑥

𝑌 = 𝑔𝑛+1 = 𝑔𝑛 +  ∆ 𝑔𝑛 , 𝑔0 = 𝑑𝑦

∆ ℎ𝑛+1 = ∆ ℎ𝑛 + ∆2 ℎ𝑛, ∆ℎ0 = 𝑎𝑥 + 𝑏𝑥 + 𝑐𝑥

∆ 𝑔𝑛+1 = ∆ 𝑔𝑛 + ∆2 𝑔𝑛 , ∆𝑔0 = 𝑎𝑦 + 𝑏𝑦 + 𝑐𝑦

∆2 ℎ𝑛+1 = ∆2 ℎ𝑛 + 6𝑎𝑥  , ∆2ℎ0 = 6𝑎𝑥 + 2𝑏𝑥

∆2 𝑔𝑛+1 = ∆2 𝑔𝑛 + 6𝑎𝑦 , ∆2𝑔0 = 6𝑎𝑦 + 2𝑏𝑦

,        (14) 

where the coefficients should be recalculated after every row 
change. 

 

Fig. 2. Difference sequence for a third-degree equation. 



IV. EXPERIMENTAL RESULT 

To evaluate the results of the proposed rectification method, 
we modeled four rectification methods, described in Table I, 
using MATLAB R2013a and used the image sets of BoofCV [11] 
as inputs. We also extracted the camera calibration parameters 
for rectification using the camera calibration toolbox of Caltech, 
as shown in Fig. 3. The figure shows that tangential distortion 
parameters 𝑘𝑐3 and 𝑘𝑐4 are negligible and that radial distortion 
parameter 𝑘𝑐5 is usually zero. 

TABLE I.  RECTIFICATION METHODS FOR THE EXPERIMENTS 

Method 

Rectification Methods 

Description Use of Equations 

1 

Rectification with distortion 

correction 
(1), (2), (3), (4) 

2 
Rectification with radial 

distortion correction 
(1), (2), (3), (5) 

3 
Rectification without distortion 
correction 

(6) 

4 Proposed rectification (10), (11), (13), (14) 

 

 

Fig. 3. Camera calibration parameters for the experiments. 

Fig. 4 shows the rectified images using proposed 
rectification method 4 and conventional rectification methods 1, 
2 and 3. Methods 1, 2, and 4 produced well-rectified images, but 
method 3 produced a rectified image with some vertical 
mismatches in the boundary areas caused by distortion. 
Although the proposed rectification, like method 3, lost pixels in 
the boundary area of the images, it corrected distortion and 
finely aligned stereo images. In addition, the rectified images of 
methods 1 and 2 only slightly differ, confirming that tangential 
distortion can be disregarded. 

Fig. 5 illustrates the results of extracting depth maps from 
the rectified images. To extract the depth maps, we used semi-
global matching (SGM) [12]. According to the figure, although 
the proposed rectification method lost boundary pixels, it 
removed the depth errors caused by the vertical mismatches of 
method 3. 

Table II shows the number of operations according to the 
image resolution. The proposed rectification method reduced the 
number of operations dramatically by replacing the complex 
matrix calculation with simple accumulation based on the 
feature of the difference sequence and by skipping the division 
operation of (1), which negligibly affected the rectification 
results. 

 

TABLE II.  NUMBER OF OPERATIONS 

Model 
Image 

Resolution 

Number of Operations 

Addition Multiplication Division 

1 

640x480 7,065,600 11,980,800 614,400 

1280x720 21,196,800 35,942,400 1,843,200 

1920x1080 47,692,800 80,870,400 4,147,200 

2 

640x480 4,608,000 7,065,600 614,400 

1280x720 13,824,000 21,196,800 1,843,200 

1920x1080 31,104,000 47,692,800 4,147,200 

3 

640x480 2,764,800 2,764,800 614,400 

1280x720 8,294,400 8,294,400 1,843,200 

1920x1080 18,662,400 18,662,400 4,147,200 

4 

640x480 1,855,680 36,480 - 

1280x720 5,548,320 54,720 - 

1920x1080 14,284,800 82,080 - 

 

V. CONCLUSION 

This paper proposed a new rectification method for stereo 
matching that simplifies computational complexity using two 
approaches. First, we replaced the complex matrix computation 
of conventional rectification with simple accumulation using the 
feature of difference sequence. Then we used empirical 
approximations to simplify the rectification computation. The 
proposed rectification method generated almost the same 
rectified images as conventional rectification methods with 
radial distortion correction, but it dramatically reduced 
computation complexity. 



 
Fig. 4. Rectified images of the proposed and conventional rectification methods. 

 
Fig. 5. Depth maps from the rectified images of the proposed and conventional rectification methods. 
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